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CHAPTER 1. Introduction to sensor networks

1.1 Sensor Networks

Sensor networks are autonomous, self-organizing systems consisting of a large number of

small, inexpensive, battery-powered devices deployed densely in the deployment area.These

nodes systematically gather information from the environment and transmit the collected in-

formation to the sink or base station. In contrast to traditional wireless devices, sensor nodes

are characterized by severe power, memory and computational constraints. In contrast to ad

hoc network nodes, sensor network nodes are less mobile, are deployed in larger numbers and

are in general, more limited in capabilities (1). Sensor networks are mainly used for gathering

environmental information like temperature, pressure,humidity, seismic and acoustic data. A

wide range of real-world applications use sensor networks namely habitat monitoring, struc-

tural monitoring, surveillance, disaster management, inventory management, target tracking,

intruder detection etc. (16).

The main challenge in sensor network design is energy conservation. The sensor nodes are

battery powered. Also, the nodes need to be scattered in the deployment area and they have

to be left unattended for a considerable amount of time. During this time any maintenance or

recharging is not an option. Therefore the main focus of sensor network design is to get the job

done using the least amount of energy. One of the main areas of research in sensor networks

focuses on lightweight protocols for clustering, routing, scheduling and communicating.

1.2 A typical MICA mote

A MICA mote is a commercially available sensor node that has been used widely by re-

searchers and developers. It has all of the typical features of a mote. MICA motes are available
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to the general public through a company called Crossbow. These motes come in two form fac-

tors: Rectangular, measuring 2.25 x 1.25 by 0.25 inches (5.7 x 3.18 x.64 centimeters), it is

sized to fit on top of two AA batteries that provide it with power. Circular, measuring 1.0 by

0.25 inches (2.5 x .64 centimeters), it is sized to fit on top of a 3 volt button cell battery.

The MICA mote uses an Atmel ATmega 128L processor running at 4 megahertz. The 128L

is an 8-bit microcontroller that has 128 kilobytes of onboard flash memory to store the mote’s

program. This CPU is about as powerful as the 8088 CPU found in the original IBM PC (circa

1982). The big difference is that the ATmega consumes only 8 milliamps when it is running,

and only 15 microamps in sleep mode. This low power consumption allows a MICA mote to

run for more than a year with two AA batteries. A typical AA battery can produce about

1,000 milliamp-hours. At 8 milliamps, the ATmega would operate for about 120 hours if it

operated constantly. However, the programmer will typically write his/her code so that the

CPU is asleep much of the time, allowing it to extend battery life considerably. For example,

the mote might sleep for 10 seconds, wake up and check status for a few microseconds, and

then go back to sleep.

MICA motes come with 512 kilobytes of flash memory to hold data. They also have a 10-

bit A/D converter so that sensor data can be digitized. Separate sensors on a daughter card

can connect to the mote. Sensors available include temperature, acceleration, light, sound and

magnetic. Advanced sensors for things like GPS signals are under development.

The final component of a MICA mote is the radio. It has a range of several hundred feet

and can transmit approximately 40,000 bits per second. When it is off, the radio consumes

less than one microamp. When receiving data, it consumes 10 milliamps. When transmitting,

it consumes 25 milliamps. Conserving radio power is key to long battery life.

All of these hardware components together create a MICA mote. A programmer writes

software to control the mote and make it perform a certain way. Software on MICA motes is

built on an operating system called TinyOS. TinyOS is helpful because it deals with the radio

and power management systems for the user and makes it much easier to write software for

the mote (21).
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1.3 Clustering in sensor networks

As mentioned earlier, sensor nodes are now deployed in large numbers as they are very

affordable. The goal of a sensor network is to somehow collect data from all the nodes and

send the aggregated data to the powerful base-station. An obvious solution to this problem

is clustering. Researchers have tried to come up with clustering protocols so that the inter

nodal communication is minimized. Another approach is to alternate active and sleep times

and to use different power levels for inter and intra cluster transmissions to conserve energy.

The energy required to transmit a packet over a distance d is larger for a greater value of

d. Communicating with neighbors is less expensive than communicating with nodes that are

situated at a greater distance.Therefore, if the nodes communicate with the neighbors within a

cluster only, the communications will be less expensive.In [1] to [6] we see different descriptions

of clustering protocols that gather data from all the nodes while conserving energy. In all these

approaches, it is claimed that clustering approaches are superior to non-clustering approaches

in sensor network scenarios. In (16) it is shown that clustering approaches always outperforms

non-clustering approaches when there is a high degree of in-cluster data aggregation. How-

ever, under low levels of in-cluster data aggregation, non-clustered approaches perform better.

Thus, in general, clustering approaches are considered to be superior, however, there are a few

scenarios where non-clustered approaches might be better.

In clustering approaches, all the nodes are efficiently divided into disjoint subsets and

within each such subset a leader is elected. The leader communicates with other clusters or

the base-station. Clustering can be done for several reasons; in (2) the protocol performs data

aggregation to reduce communication overhead. In (19) clustering is done to facilitate queries;

in (18)(17) clustering is done to form an infrastructure for scalable routing. Clustering can

also be used for efficient network-wide broadcast. As mentioned in (15) single-level clustering

protocol is sufficient for many applications; for others multi-level hierarchical clustering may

be needed. Cluster heads can establish multiple-hop communications to neighboring cluster

heads of the same hierarchy level. It is possible to generalize any single-level clustering protocol

to multi-level hierarchical clustering by repeatedly executing the clustering protocol on the
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cluster-heads of each level to generate the cluster-heads of the next level and so on.

1.4 Security in sensor networks

Security in sensor networks is an emerging research area. As the technology becomes

more mature, security concerns for sensor networks is becoming a key concern. Like other

wireless devices in ad hoc networks, sensor networks are vulnerable to many attacks.The main

constraint is the limitation of resources and the small amount of energy that can be spared

for implementing security protocols. Public key schemes and Diffie-Hellman scheme cannot be

implemented in sensor networks for this reason, although there is some research going on in this

area at this time (13). The key is to use light-weight security schemes that will provide data

confidentiality, integrity and authentication. Sensor nodes typically use unprotected hardware

and no physical shield that would stop access to the sensor’s memory, processing, sensing and

communication components. Because one of the goals of this technology is to keep the cost

low, such protection is not likely to be provided in the future. Thus sensor networks are very

vulnerable to attacks and security is very important in this regard. In chapter 3 we discuss

some of the common techniques used to achieve security in sensor networks.

1.5 Problem Statement and Organization

In this thesis, we provide a detailed study of the performance measure of clustering pro-

tocols for sensor networks.In Chapter 2, we introduce some performance metrics that provide

a wholesome measure of the performance of clustering protocols. We then use these metrics

to measure the performance of a commonly used clustering protocol and provide our results.

In Chapter 3, we implement security for the clustering protocol and we observe how the the

values of the performance metrics change. In Chapter 4, we introduce our secure clustering

protocol and provide our simulation results which show that our protocol outperforms the

existing secure clustering protocols.
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CHAPTER 2. Optimal configuration of clustering protocols for sensor

networks

2.1 Introduction

Sensor networks are often used to monitor a remote environment. Sensor nodes or motes

are now readily available and are cheap. There are many sensor nodes that work together to

achieve the monitoring function. Often, these sensors are scattered in remote locations where

gathering information is otherwise impossible. This requires that the nodes be able to commu-

nicate with each other even in the absence of an established network infrastructure. This also

means that the locations of the remote sensors may not be known. The other aspect of the

sensor network scenario is that the sensor nodes are situated close to each other and there are

several of these in number. The base station, which is the control unit for the whole network,

is usually situated much farther away in an easily accessible area. The information collected

by each node is usually not of great importance; rather the base station needs to know the

overall condition of the variable or environment being monitored. Also, it takes far less energy

for a sensor node to transmit data to a neighbor than to transmit data to the base station. All

these factors together make clustering an obvious choice in sensor networks.

2.2 Clustering challenges in sensor networks

Clustering in sensor networks has its unique challenges. The main goal of a clustering pro-

tocol is to minimize the amount of energy spent in order to collect and fuse the data and send

it to the base station. The optimal clustering configuration for minimal energy dissipation has

to be determined. But the delay in the whole data aggregation process has to be minimized
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also. In many sensor network applications, delayed data maybe of no use. Although the data

aggregation process has to be energy efficient, it is also desirable not to lose too much informa-

tion. Thus we need to find the optimal clustering configuration that will yield the minimum

energy dissipation, minimum delay and a good quality of the aggregated data.

2.3 Clustering protocols for sensor networks

In the last five years many researchers have tried to come up with clustering protocols

that provide solutions to the above mentioned unique challenges. One of the most frequently

used distributed clustering protocols for sensor networks is LEACH (2). This protocol uses the

radio model to estimate energy dissipated in transmissions. It is assumed that the nodes are

all uniformly distributed and the base station is very far away from the deployment area. Each

node determines whether it will be a cluster head or not with a certain probability. The cluster

heads then collect data from the other nodes, aggregate the data and then send the data to

the base station. The cluster-heads are rotated randomly so that the load is balanced, as the

most expensive operation is sending data to the base station. The nodes are assigned time

slots by the cluster heads and the cluster heads receive data from their members according to

the assigned schedules. In this model the nodes are assumed to be at most one hop away from

the base station.

Another proposed cluster protocol is PEGASIS (4). This protocol uses the same first order

radio model as LEACH. The nodes are deployed uniformly in the deployment area. The BS is

fixed at a far distance from the sensor nodes. In this approach, the nodes form a chain among

themselves using the greedy algorithm according to their proximity to the base station. The

nodes then send the data to their nearest neighbor. The data is aggregated at every step. Thus

the key idea is that a node will transmit to and receive data from a very close neighbor. For

every round, a head is elected. When the aggregated data reaches the head, it is send over to

the base station. Thus at every round only one node performs the most expensive operation, i.e.

sending data to the base station. According to the simulation results, PEGASIS outperforms
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LEACH in energy consumption as it saves energy by eliminating overhead for dynamic cluster

formation, by minimizing the distance of transmission for ordinary nodes and by transmitting

to the BS only once per round. However the one node at a time approach introduces a large

delay factor as in this case there are no simultaneous transmissions.

Yet another approach is the one used in the TEEN protocol(5). In this protocol the

clusters are formed using some criterion maybe distance, like in LEACH. The nodes sense data

but they only send data to the cluster head when the sensed value is greater than a certain

preset threshold value. Thus there is no scheduled communication between the heads and

members. This approach is most useful for time critical applications. By limiting the number

of transmissions of the nodes, energy is saved. However this approach may not be suitable for

applications where constant monitoring and reporting of data is necessary. A modification of

TEEN is suggested in (6). In this protocol called APTEEN, a hybrid approach that combines

proactive and reactive networks is used.

Another more recent modification of LEACH is suggested in (7). It is called the EECS

protocol. According to this protocol, the nodes form self organizing clusters like LEACH. The

BS broadcasts a HELLO message. Nodes estimate the distance from the BS from the strength

of the message received. Each node becomes a ’CANDIDATE’ to be a head with a certain

probability. Within a certain radius, the CANDIDATE with the most residual energy becomes

the head. An ordinary node decides which head to join depending on the value of a function

that involves the distance to the head and the head’s distance to the base station. This scheme

claims yo achieve a 135% improvement on LEACH.

2.4 LEACH

2.4.1 The LEACH model

LEACH(2) uses a simplified network model. The sensor nodes are uniformly spread over a

rectangular area. The base station is assumed to be very far away from this square area. The

nodes organize themselves into local clusters. The data is locally sent to the cluster heads.

The cluster heads do the data aggregation and then transmit the aggregated data to the base
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station. A cluster head does more work than a non cluster head node. When a cluster head

dies, a chunk of the nodes lose communication, i.e. they effectively die. To reduce this, within

a cluster, cluster heads are rotated, and all nodes get a chance to be a cluster head equal

number of times. This ensures that the energy of all the nodes are balanced. The algorithm

works in rounds, one round is defined as setting up the clusters, getting data from all the nodes

once, fusing all that data in the cluster heads and sending that data to the base station.

2.4.2 The LEACH Parameters

In LEACH, there are some parameters whose values determine the performance of the

algorithm. One such parameter is the number of clusters in a round. The total energy consumed

in a round depends on the number of clusters. If the number of clusters is more, the coverage

area of each cluster is small, thereby the energy required for communication between the

cluster head and the members is less. On the other hand, a fewer clusters would mean less

overhead to set the clusters up and fewer nodes will have to serve as cluster heads which is an

energy expensive event. Thus there exists an optimal number of clusters for which the energy

consumption will be minimal. In LEACH, an expression for the optimal number of clusters,

k, is derived.

The analysis of LEACH in(2) does not include the MAC layer time scheduling policy nor

does it include the number of routing hops in the networks layer. But the optimal number of

clusters will depend on these factors as the energy consumed depends on these. Therefore k

will change with the MAC protocol scheduling times and the number of routing hops. Again,

in LEACH, the cluster heads set up a schedule for the non cluster heads to transmit. The

scheme used is TDMA. The value of k will also affect the delay or latency of the algorithm. It

will also affect the quality of the data aggregated. Thus there exists an optimal value of k for

which the energy consumed per round, the delay incurred and the quality of data aggregated

will all be optimal.

In this chapter, we find an expression for the optimal number of clusters k in the cluster-

ing protocol for which the combination of the energy consumed, the delay incurred and the

information loss will be optimal.
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2.5 Derivation of the optimal number of clusters for minimum energy

spend

The problem is to analyze and come up with an expression for the optimal number of

clusters in a sensor network that will consume the minimal amount of energy in one round,

given the nodes are distributed uniformly and using TDMA in the MAC layer.

We use the simple radio model to calculate the energy spend at the receiver and the

transmitter. To transmit a l bit message for d distance, the energy spend is

ETX(l, d) = lEelec + lEfsd
2

(using free space model if d is small)

Or

ETX(l, d) = lEelec + lEmpd
4

(using multipath model if d is large)

where Eelec is the energy used by the transmitter electronics and Emp is the amplifier energy.

To receive a l bit message the energy spend is

ERX(l) = lEelec

where Eelec is the energy used by the receiver electronics. The expression for the energy spend

by a cluster head is

ECH = lEelec(
N

k
− 1) + lEDA

N

k
+ lEelec + lEmpd

4
BS (2.1)

where lEelec(N
k − 1) is the energy consumed by the cluster head to receive l bits information

from (N
k − 1) non cluster heads, Eelec is the energy used by the receiver electronics and Emp

is the amplifier energy..

The expression for the energy spend by a non cluster head is given by

ENCH = lEelec + lEfsd
2
toCH (2.2)

where Eelec is the energy used by the receiver electronics. In LEACH the MAC protocol used

is TDMA. Let TCHRX be the number of seconds for which the cluster head listens to one non

cluster head node, let TCHTX be the number of seconds for which the cluster head transmits
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to the base station and let TNCHTX be the transmitting time for each non cluster head node.

Hence the total time for which each cluster heads listens to (N
k − 1) non cluster heads is

(N
k − 1)(TCHRX) seconds. The time for which all cluster heads transmit to base station is

TCHTX .Plugging in these time values from the MAC layer in equation(1) we get

ECH = lEelec(
N

k
− 1)TCHRX

+lEDA
N

k
+ (lEelec + lEmpd

4
BS)TCHTX (2.3)

where EDA is the energy used for data aggregation. Plugging in the time values from the MAC

layer in equation (2) we get

EnonCH = (lEelec + lEfsd
2
CH)TNCHTX (2.4)

The total energy spend in one round is

Etotal = kECH + (N − k)ENCH

= [lEelec(N − 1)TCHRX

+lEDAN + k{(lEelec + lEmpd
4
BS)TCHTX}]

+(N − k)[lEelec + lEfsd
2]
CH ]TNCHTX (2.5)

To minimize Etotal,

dETotal

dk
= 0 ⇔

−lEelecTCHRX + {(lEelec + lEmpd
4
BS)TCHTX}

−lEelecTNCHTX + lEfsTNCHTX [−dCH

+(N − k)d
′
CH ] = 0. (2.6)

Now, if we assume that each cluster is a circle,

dCH =
1
2π

M2

k
⇒ d

′
CH = − 1

2π

M2

k2
.

where the N nodes are uniformly distributed in a MxM area.
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Plugging these in equation (6)

−lEelecTCHRX + {(lEelec + lEmpd
4
BS)TCHTX}

−lEelecTNCHTX + lEfsTNCHTX

[
− 1

2π

M2

k

−(N − k)
1
2π

M2

k2

]
= 0. (2.7)

Let A = −lEelecTCHRX+{(lEelec+lEmpd
4
BS)TCHTX}−lEelecTNCHTX and let B = lEfsTNCHTXM2/2π.

Therefore,

(A−B){1
k

+
N − k

k2
} = 0

⇒ A = B
N

k2

⇒ k =

√
BN

A
, (2.8)

i.e.,

k =
[
EFSTNCHTX

M2N

2π

] 1
2 ×

[
(EELEC + Empd

4
BS)TCHTX

−EELEC{TCHRX + TNCHTX}
]− 1

2 . (2.9)

2.6 Optimal number of clusters for energyxdelay metric

An important factor to consider in any data gathering application is the average delay per

round. So far we have found the optimal number of clusters for minimum energy. But a low

energy consumption is not the only measure of the performance of the protocol. We need

to consider the delay in the protocol also. It is to be noted that in (2) the only metric of

performance used is the minimal energy. In (4) the metric energy × delay is used. It seems to

be a good choice because both energy and delay need to be minimized.

We now derive a formula for the optimal number of clusters that will yield the minimum

energy × delay. The non cluster heads transmit to the cluster head according to a TDMA

that is set up by the cluster head. Many cluster heads can listen simultaneously as they use

CDMA. When a cluster head is done listening and data fusing, it transmits to the base station.
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There is no time scheduling, the cluster heads use CSMA to gain access to the medium. The

following formula is used to model the delay:

delay = (N/k − 1)TNCHTX + k∆d

where ∆ d is the time delay in CSMA.

The total energy times delay is given by

energy× delay

= (kECH + (N − k)ENCH)×

((N/k − 1)TNCHTX + k∆d) (2.10)

i.e.,

energy× delay

= ([lEelec(N − 1)TCHRX

+lEDAN + k{(lEelec +

lEmpd
4
BS)TCHTX}]

+(N − k)[lEelec + lEfsd
2
CH ]TNCHTX)×

((N/k − 1)TNCHTX + k∆d). (2.11)

This function can be minimized to obtain the optimal k for minimal energy X delay metric.

2.7 The loss of information metric

The cluster heads fuse data from the member nodes and then transmit the fused data to

the base station.If there are fewer cluster heads, more energy is saved. But energy is saved

at the expense of information. The base station only knows the aggregate information fused

at the cluster heads. Thus, if there are more cluster heads, then the base station has more

information about the local regions and vice versa. Therefore, the information loss is an

important parameter that is a measure of the efficiency of the algorithm. The amount of

information loss is dependent on the number of clusters in the network. It is important to
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understand that in some scenarios it is fine to lose some amount of information. For example,

if the network is monitoring the maximum temperature of the whole area, then the base station

need not know the temperature sensed by each node. However, if at a future time the network

needs to monitor the maximum temperature, say at the top left 50 square feet square, it

might not be able to do so. Next, we formally determine an expression for the total loss of

information.

In Shannon’s Information Theory, one of the ways of measuring the information content of

a signal is by using the entropy function. In this paper, we choose to use the expected entropy

as a measure of the information content of the data.

In LEACH, each node senses and then transmits l bits of data. The cluster head then fuses

the N
k l bits of data into m bits of data where m is less than N

k l.

At each ordinary node, entropy of l bit signal sensed is given by

El = −
l∑

n=1

pnlog(pn) (2.12)

where pn is the probability with which the nth bit will be 0 or 1 value.

Therefore, entropy of all the l bit signals sensed at the N nodes can be denoted by NEl.

At a cluster head, aggregated data is m bits in length. The entropy of this data is given by

Em = −
m∑

n=1

pnlog(pn) (2.13)

We define information loss ratio as the ratio of the information loss for data aggregation

and the total information content of the sensed data. This can be formulated by the following

expression

∆i =
NEl − kEm

NEl
(2.14)

The value of ∆i will be between 0 and 1. A smaller value will mean a good quality of data.

This is a decreasing function with the number of clusters. Ideally if every node reports its

data to the base station then there will be no information loss. Thus the more the number of

clusters the smaller will be the value of ∆i. It is best to choose an acceptable range of for the

value of ∆i.
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2.8 The variance of estimation

In many scenarios the sensor nodes are used to monitor a variable in the deployment area.

The variable monitored can be modeled using a function of the location of the sensors. Let

this function be represented by f(x, y) where (xi, yi) is the location of the ith sensor in the

deployment area. Let there be i sensor nodes in the MxM deployment area. The sensors use

the clustering protocol to report their readings to the CHs. The CHs perform data aggregation

using a data aggregation function and send values to the base station for the clusters. In a

given cluster, the value that the CH sends to the base station is the value of the estimated

signal for all the members. Let the estimated signal be denoted by f ′(x, y). We define the

variance of estimation, v as follows:

v =
∑

i(f(x, y)− f ′(x, y))2 for all i.

A larger value of this metric indicates a poor quality of signal estimation and vice versa.

2.9 Optimal number of clusters for energy×delay ×information loss metric

We now combine the energy, delay and information loss metrics to obtain a good measure

of the performance of the algorithm. The energy spend, the delay and the loss of information

all have to minimized to obtain the optimal configuration of the network. Hence we minimize

the product of the three. From (10) and (17) we obtain,

Energy× delay× info. loss

=
(
[lEelec(N − 1)TCHRX + lEDAN

+k{(lEelec + lEmpd
4
BS)TCHTX}]

+(N − k)[lEelec + lEfsd
2
CH ]TNCHTX

)
×

(
(N/k)TNCHTX + k∆d

)
× (

NEl − kEm

NEl
).

(2.15)

By minimizing this equation, we can obtain the optimal number of clusters for minimal energy

spending and minimal delay and minimal information loss.
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2.10 Simulation results

We use a 100m × 100m deployment area and 100 nodes to simulate the sensor network

environment. The values of the different parameters used are the following: Efs = 10 ∗
10−12Joules; Emp = 0.0013 ∗ 10−12Joules; M=100;N=100; Eelec = 50 ∗ 10−9Joules; Eda =

5 ∗ 10−9Joules; Tnchtx = 0.5; Tchtx = 1;Tchrx = 1;d=100;l=6; ∆ d=0.05 sec; dfs = 0.5sec.

We obtain the different values of the energy consumed per round, the delay and the in-

formation loss for different configurations of the clusters. The metrics are plotted against the

number of clusters. The number of clusters are plotted along the x axes and the metrics are

plotted along the y axes.

In Figure 1 the energy consumed in each round of LEACH is plotted against the number of

clusters from a physical layer standpoint. We see that the optimal number of clusters here is 3.

Figure 2 is a plot of energy × delay versus number of clusters from a physical layer and MAC

layer perspective. We see that in this case the optimal number of clusters k is 8. Figure 3 is a

plot of energy × delay × information loss versus the number of clusters. For this the optimal

number of clusters obtained is 20. We get a different plot in this case and the energy × delay

× info loss function is minimum for k=20; ie 20 clusters gives the optimal configuration.

The plots show that when MAC layer time scheduling is used to determine the optimal

number of clusters, the formula for optimal clusters obtained is different from the physical

layer formula. When we use energy × delay×information loss as our measure, we see that the

optimal number of clusters k is very different.

It is also possible to adjust the performance measure according to requirements. For exam-

ple, if in a certain scenario, information loss is less important compared to energy dissipated

and delay, then we could use (informationloss)c instead of informationloss where c is a small

constant between 0 and 1. We could choose the value of c depending on the scenario. This

can be done for energy or delay also.

In Table 1 we show the different values of the performance metrics when the simulation of

LEACH is run in network simulator using 100 nodes and a 100X100 square deployment area

with the base station located at (75,150). For variance, we calculate variance between the true
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Figure 2.1 Average Energy per round
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Figure 2.2 Average Energy X Delay per round
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Table 2.1 LEACH simulation results
no. of CHs Life Time CHs alive First node dies data delay info loss variance
4 379.4 3 205.5 29300 48.2 0.9401 18.38
6 293 5 299.19 40403 47.9 0.9260 12.74
7 283.19 6 152.38 21363 47.3 0.9137 11.06
8 248.8 7 185.9 19143 46.4 0.9014 9.50
20 201.5 12 43.53 5694 40.4 0.7534 3.99

and the sensed average of the sensed data. From this table we can see how the values of the

different parameters change with the cluster numbers.

2.11 Conclusions

In this chapter, we have designed a method to determine the optimal configuration of

a clustering protocol for sensor networks. We use the clustering protocol (2)LEACH in this

paper. Our method can also be used to determine the optimal configuration for other clustering

protocols. We define and formulate three metrics that evaluate the performance of the network

with regard to energy spent, delay and information loss. We then optimize the product of these

three metrics to obtain the optimal configuration. This analysis should serve as a guideline

to users for deciding on the number of clusters when initializing the protocol. As the analysis

covers the joint effect of more than one performance measure of a sensor network, the optimal

configuration thus obtained will give an overall better performance. As we have discussed

in this chapter, a combination of different metrics, weighted or un weighted can be used to

determine the optimal clustering configuration for a given scenario.
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CHAPTER 3. Security and optimal configuration of clustering protocols

3.1 Introduction

In the last chapter we introduced the different parameters to measure the performance of

clustering protocols, namely, energy dissipated, delay and quality of aggregated data. In this

chapter, we would like to study how these metrics are affected when we try to secure these

protocols.

We have used energy dissipation as the main metric to determine the optimal configuration.

We also used latency or delay in the whole data aggregation process as a performance measure.

In many sensor network applications, delayed data maybe of no use. Although the data aggre-

gation process has to be energy efficient, it is also desirable not to lose too much information.

Therefore we proposed a method to find the optimal clustering configuration that will yield

the minimum energy dissipation, minimum delay and a good quality (limited information loss)

of the aggregated data. In chapter 1 we have shown how the optimal clustering configuration

can be obtained for the LEACH protocol using the above mentioned metrics.

A key concern for clustering protocols in sensor networks is security. In a military battle

field scenario, security of communication is a prime concern. In this chapter, we suggest a

method for applying security to the LEACH protocol which provides integrity, confidentiality

and authentication to the packet exchanges. We then study the performance of the secure

clustering protocol using some metrics namely energy spent, delay and information entropy

ratio.
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3.1.1 Security in clustering protocols for sensor networks

In a typical sensor mote a small amount of resources are left for security and applications.

This is insufficient to even hold the variables for asymmetric public key based cryptographic

algorithms like RSA and Diffie-Hellman. Thus public key based systems do not work for sensor

networks. Because of the resource constraints another solution is to use global keys. This is

feasible but a global key based system does not provide the desired level of security. On the

contrary, complete pair-wise keying between nodes provides the best possible security, but it

is not a choice for sensor network because of the resource constraints. We briefly discuss three

different approaches for sensor network security.

In 2001, a security protocol called SPINS(8) were proposed for sensors networks in general.

The authors propose two protocols: SNEP protocol that provides data confidentiality, two-

party data authentication, integrity and freshness and uTESLA, a key chain based protocol

that provides authentication for broadcast data. In SNEP, data is encrypted according to the

following format: E = [D](Kencr,C) where D is the data, Kencr is the encryption key and the

counter is C. The MAC is M = MAC(Kmac, C|E). The keys Kencr and Kmac are derived

from the master key K using the one way key chain scheme. When node A sends a message

to node B it sends

A → B : [D](Kencr,C),MAC(Kmac, C|[D](Kencr,C))

Since the counter value is incremented after each message, the same message is encrypted

differently each time. Thus this scheme provides semantics security. The counter value is long

enough such that there is no repetition during its lifetime. Authentication can be verified

by verifying the MAC. The counter value in the MAC prevents replay. The communication

overhead is low as the counter state is stored at the sender and receiver and need not be sent.

The other protocol proposed in this paper is µ TESLA which is the authenticated broadcast

protocol. In the setup phase of this protocol, the sender generates a sequence of keys from an

initial key using a one way hash function. When broadcasting, the entire time is divided into

slots and each time slot is associated with one key of the key chain. Packets broadcast in a

time slot are encrypted using its corresponding key. The sender makes that key available after
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a few time slots. This paper proposes security protocols for sensor networks in general, not for

clustering architectures or LEACH.

In the paper by Ferreira et all in 2005 (9), an approach to provide security for LEACH has

been described. This is one of the first solutions proposed to provide security for LEACH. In

this approach, each node stores a key, Xx that it shares with the base station, and a group

key, Ki that it shares with the group. From Xx, the key holder derives Kx using one way key-

chain approach. The CHs broadcast advertisement messages. An advertisement message is a

concatenation of its own id with a MAC value produced using Kx. The BS receives all these,

verifies the MACs and sends a list of valid CHs. The ordinary nodes store the advertisement

messages and send join requests to CHs which are on this list. Thus the BS authenticates the

CHs. The ordinary nodes send data to the CH. They also send a MAC value produced with the

key that they share with the base station. The CH aggregates all the data, concatenates all the

MACs and sends it to the BS. The BS station verifies all the MACs and thus authenticates all

the nodes. This solution makes the BS do most of the security verification, thus the resources

of the sensor nodes are preserved. However although this solution provides CH authentication

and some data confidentiality it does not provide two party data confidentiality.

A fairly new approach to key distribution in sensor networks is the random pre deployment

key distribution scheme. One of the first papers to discuss this in the context of sensor networks

was a paper by Eschenauer et all (10). According to this scheme, a large pool of keys is first

generated. The nodes are then given a randomly chosen subset of keys from this large pool

prior to deployment. Two nodes can find a common key with a certain probability. This

scheme works well for sensor networks as the nodes do not need to store a large number of

keys. Many other approaches based on random pre deployment key distribution have been

proposed for sensor networks in general.

In 2006, a solution based on random pre deployment key distribution was provided for

the LEACH clustering protocol. The new security enabled LEACH is called Sec LEACH (11).

Most of the key deployment methods before this paper were suited for general sensor networks.

These schemes are designed for nodes that need to interact only with a static set of neighbors.
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According to this protocol, LEACH has some unique requirements. Since the clusters are

formed randomly and periodically, any node needs to be able to join any cluster head. For key

distribution, first a large pool of S keys is generated. Then each node is given a key ring of

size m drawn randomly and without replacement from S. For each node X a pseudo random

function is used to generate its unique id idx. idx is then used to seed a pseudo random

number generator to produce a sequence of m numbers. Rx, the set of key ids assigned to X,

can be obtained by mapping each number in the sequence to its correspondent value modulus

S. Also, each node is given a key that it shares with the base station. During the advertisement

phase, the CHs broadcast their ids and a nonce along with their advertisement messages. The

ordinary nodes can compute the key ids of the CHs using the pseudo random number generator

and the CH’s id as seed. An ordinary nodes chooses to join a cluster which is the closest to

itself and with which it shares a common key. Thus the nodes will not always choose the

closest CH. Also, some of the nodes may be orphans and will have to directly send packets to

the base station which is an expensive operation. The main drawbacks of this solution are the

following: the clustering configuration deviates from the optimal clustering configuration and

there are orphan nodes which increase the energy consumption.

In this paper we propose to add security to LEACH using random pre deployment key

distribution like (11). We want to study how the optimal configuration of the protocol will

change when we add this security feature.

3.1.2 Key Distribution

Like in LEACH, a cluster head (CH) communicates with the member nodes in the cluster

and the base station (BS) only and not with the other CHs and their members.

We suppose that there is a large pool S of keys available. For each of the n sensors, we

select a set of m keys randomly, without replacement from S. Further, the selection of keys for

all the sensors in a group are done independently. These keys will be used for authentication

and secure communication between the member sensors and the CH and between the CHs and

the base station.

Depending on the relative sizes of S and m, any two sensor nodes may share a common
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(non-empty) set of keys with a certain probability. In addition, each sensor is also given one

(or a small number of) key(s) for communication with the BS before deployment. These are

to be used when a sensor becomes a CH (or is an orphan node) and sends data to the BS.

Note that depending on the key pools of two sensors in a group, they may or may not be

able to communicate. The probability that two given sensors in a group communicate is given

by (1− pnon), where

pnon =
( s
m

)(s−m
m

)
( s
m

)( s
m

) . (3.1)

Here s, the size of the key pool and m is the key ring size.

In the above equation, the denominator gives the total number of possible key assignments

to two sensors without any restrictions, and the numerator gives the total number possible

choices of m keys for the first sensor multiplied by the number of possible choices for the

second such that it has no (common) key from the key set selected for the first.

3.2 Performance metrics for the secure version of LEACH

3.2.1 Energy spent

The problem is to analyze and come up with an expression for the optimal number of

clusters in a sensor network that will consume the minimal amount of energy in one round,

given the nodes are distributed uniformly and using TDMA in the MAC layer.

We use the simple radio model to calculate the energy spend at the receiver and the

transmitter. To transmit a l bit message for d distance, the energy spend is

ETX(l, d) = lEelec + lEfsd
2

(using free space model if d is small)

Or

ETX(l, d) = lEelec + lEmpd
4

(using multipath model if d is large)

where Eelec is the energy used by the transmitter electronics and Emp is the amplifier energy.

To receive a l bit message the energy spend is
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ERX(l) = lEelec

where Eelec is the energy used by the receiver electronics.

The expression for the energy spend by a cluster head is

ECH = lEelec(
N

k
− 1) + lEDA

N

k
+ lEelec + lEmpd

4
BS + lEcry (3.2)

where lEelec(N
k − 1) is the energy consumed by the cluster head to receive l bits information

from (N
k − 1) non cluster heads, Eelec is the energy used by the receiver electronics and Emp

is the amplifier energy and lEcry is the energy spent to encrypt an l bit message.

The expression for the energy spend by a non cluster head is given by

ENCH = lEelec + lEfsd
2
toCH + lEcry (3.3)

In this secure protocol, the nodes that are not able to find common keys with any of the

CHs cannot communicate with the CHs. We call these nodes the orphan nodes. The expression

for the energy spent by an orphan node in given by

Eorphan = lEelec + lEmpd
4
BS + lEcry (3.4)

Also the CHs that have no non cluster heads communicating with them are essentially orphan

nodes.

In LEACH the MAC protocol used is TDMA. Let TCHRX be the number of seconds for

which the cluster head listens to one non cluster head node, let TCHTX be the number of

seconds for which the cluster heads and the orphan nodes transmit to the base station and let

TNCHTX be the transmitting time for each non cluster head node. Hence the total time for

which each cluster head listens to (N
k − 1) non cluster heads is (N

k − 1)(TCHRX) seconds. The

time for which all cluster heads transmit to base station is TCHTX . Plugging in these time

values from the MAC layer in equation(1) we get

ECH = lEelec(
N

k
− 1)pTCHRX

+lEDA
N

k
+ lEcry + (lEelec + lEmpd

4
BS)TCHTX (3.5)



www.manaraa.com

24

where EDA is the energy used for data aggregation and Ecry is the energy used by the base

station to encrypt the data before sending it to the base station and p is the probability that

two nodes find a common key. Plugging in the time values from the MAC layer in equation

(2) we get

EnonCH = (lEelec + lEcry + lEfsd
2
CH)TNCHTX (3.6)

The total energy spend in one round is

Etotal = kpECH + (N − k)pENCH + N(1− p)Eorphan

= [lpEelec(N − 1)TCHRX

+lpEDAN + kplEcry + kp{(lEelec + lEmpd
4
BS)TCHTX}]

+(N − k)p[lEelec + lEcry + lEfsd
2
CH ]TNCHTX

+N(1− p)[lEelec + lEcry + lEmpd
4
BS ]TCHTX (3.7)

We can minimize this expression to obtain the optimal k.

3.2.2 energyxdelay metric

An important factor to consider in any data gathering application is the average delay per

round. A low energy consumption is not the only measure of the performance of the protocol.

We need to consider the delay in the protocol also.

We now derive a formula for the optimal number of clusters that will yield the minimum

energy × delay. The non cluster heads transmit to the cluster head according to a TDMA

that is set up by the cluster head. Many cluster heads can listen simultaneously as they use

CDMA. When a cluster head is done listening and data fusing, it transmits to the base station.

There is no time scheduling, the cluster heads use CSMA to gain access to the medium. The

following formula is used to model the delay:

delay = (
N

k
− 1)pTNCHTX + kp∆d + (N)(1− p)∆d
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where ∆ d is the time delay in CSMA and TNCHTX is the time taken by a non-cluster head

to transmit to the head node..

The total energy times delay is given by

energy× delay

= (kpECH + (N − k)pENCH + N(1− p)Eorphan)×

((
N

k
− 1)pTNCHTX + kp∆d + (N)(1− p)∆d) (3.8)

This function can be minimized to obtain the optimal k for minimal energy X delay metric.

3.2.3 The information loss ratio metric

The cluster heads fuse data from the member nodes and then transmit the fused data

to the base station. If there are fewer cluster heads, more energy is saved. But energy is

saved at the expense of information. The base station only knows the aggregate information

fused at the cluster heads. Thus, if there are more cluster heads, then the base station has

more information about the local regions and vice versa. Therefore, the information loss is

an important parameter that is a measure of the efficiency of the algorithm. The amount of

information loss is dependent on the number of clusters in the network. Next, we formally

determine an expression for the total loss of information.

In this chapter, we choose to use the expected entropy as a measure of the information

content of the data, as in Chapter 1.

In LEACH, each node senses and then transmits l bits of data. The cluster head then fuses

the N
k l bits of data into m bits of data where m is less than N

k l.

At each ordinary node, entropy of l bit signal sensed is given by

El = −
l∑

n=1

pnlog(pn) (3.9)

where pn is the probability with which the nth bit will take 0 or 1 value.

Therefore, entropy of all the l bit signals sensed at the N nodes can be denoted by NEl.

At a cluster head, aggregated data is m bits in length. The entropy of this data is given by
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Em = −
m∑

n=1

pnlog(pn) (3.10)

We define information loss ratio, ∆k as the ratio of the information loss for data aggregation

and the total information content of the sensed data. A smaller value of ∆k corresponds to a

better quality of the aggregated data and vice versa.

For the secure flavor of LEACH discussed in this paper, we can formulate the information

loss ratio using the following formula:

∆i =
NEl − (kpEm + N(1− p)El)

NEl
(3.11)

where kp is the total number of cluster heads that perform aggregation and N(1-p) is the

total number of orphan nodes including the heads that do not have any members and p is the

probability that two nodes find a common key.

3.3 Simulation results

We use a 100m × 100m deployment area and 100 nodes to simulate the sensor network

environment. The values of the different parameters used are the following: Efs = 10 ∗
10−12Joules; Emp = 0.0013 ∗ 10−12Joules;Ecry = 2 ∗ 10−9Joules; M=100;N=100; Eelec =

50∗10−9Joules; Eda = 5∗10−9Joules; Tnchtx = 0.5; Tchtx = 1;Tchrx = 1;d=100;l=1; ∆ d=0.05

sec; dfs = 0.5sec;d1 = d2 = 1 p = 0.9 (probability of two nodes finding a common key).

We obtain the different values of the energy consumed per round, the delay and the in-

formation loss for different configurations of the clusters. The metrics are plotted against the

number of clusters. The number of clusters are plotted along the x axes and the metrics are

plotted along the y axes.

In Figure 1 the energy consumed in each round of LEACH is plotted against the number

of clusters from a physical layer standpoint for a 100 nodes network. We see that the optimal

number of clusters here is 3.

In Figure 2 we plot the energy consumed in each round of Secure LEACH against the

number of clusters and we see that the energy function has a minimum value at 2, again for



www.manaraa.com

27

1 2 3 4 5 6 7 8 9 10
4.25

4.3

4.35

4.4

4.45

4.5

4.55

4.6
x 10

−5

number of clusters

av
er

ag
e 

en
er

gy
 s

pe
nt

 in
 L

E
A

C
H

 fo
r 

10
0 

N
od

es

Figure 3.1 Average Energy per round in LEACH for 100 nodes

the 100 node network. When we plot the energy spent against the number of clusters for

LEACH and Secure LEACH in figures 3 and 4, we see that the optimal number of clusters is

6 and 9 respectively.

In Figure 5 and 6 we plot the energy × delay versus number of clusters from a physical

layer and MAC layer perspective. We see that in this case the optimal number of clusters k is

8 for LEACH and 10 for Secure LEACH. Figures 7 and 8 are is a plots of energy × information

loss versus the number of clusters. For LEACH the optimal number of clusters obtained is 20

and 3 for Secure LEACH.

The plots show that when MAC layer time scheduling is used to determine the optimal

number of clusters, the formula for optimal clusters obtained is different from the physical

layer formula. When we use energy ×information loss as our measure, we see that the optimal

number of clusters k is very different.

It is also possible to adjust the performance measure according to requirements. For exam-

ple, if in a certain scenario, information loss is less important compared to energy dissipated

and delay, then we could use (informationloss)c instead of informationloss where c is a small

constant between 0 and 1. We could choose the value of c depending on the scenario. This

can be done for energy or delay also.
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Figure 3.2 Average Energy per round in Secure LEACH for 100 nodes
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Figure 3.3 Average Energy per round in LEACH for 1000 nodes
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Figure 3.4 Average Energy per round in Secure LEACH for 1000 nodes
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Figure 3.5 Average Energy X Delay per round in LEACH for 100 nodes
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Figure 3.6 Average Energy X Delay per round in Secure LEACH for 100
nodes
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Figure 3.7 Average Energy x info per round in LEACH for 100 nodes
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Figure 3.8 Average Energy x info per round in SecLEACH for 100 nodes
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3.4 Conclusions and further work

In this chapter, we have designed a method to determine the optimal configuration of a

secure clustering protocol for sensor networks. We see how adding security to an existing

protocol changes the optimal configuration. Our method can also be used to determine the

optimal configuration for other clustering protocols. We define and formulate three metrics that

evaluate the performance of the network with regard to energy spent, delay and information

loss. We then optimize combinations of these three metrics depending on the application

scenario to obtain the optimal configuration. This analysis should serve as a guideline to

users for deciding on the number of clusters when initializing the protocol. As the analysis

covers the joint effect of more than one performance measure of a sensor network, the optimal

configuration thus obtained will give an overall better performance.
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CHAPTER 4. Security and performance analysis of a secure clustering

protocol for sensor networks

4.1 Introduction

In this chapter we introduce a new protocol for secure clustering and data transfer for

sensor networks. This protocol is a secure solution for the LEACH protocol. In this protocol

we use pre deployment key distribution. Before the nodes are deployed they are populated

with a couple of keys. We also divide the deployment area into grids and use this knowledge

for pre deployment key distribution. We do that so that the probability of two nodes sharing

a key is increased. We compare our results with existing solutions and that of LEACH and

show that our protocol yields better results.

4.2 The GS-LEACH protocol

4.2.1 Overview

The GS-LEACH protocol employs a grid based deployment of sensors where a certain

number (say, n) of sensors are deployed randomly around each point of a regular (square) grid

in a planar domain of interest, R. The sensors around a grid point form a cluster for local data

compression and take turns as cluster heads (CHs) to communicate with the base station (BS).

Sensors in the network are energy constrained while the BS is assumed to be more resourceful

and is located outside the region R, possibly at a relatively large distance away from R. Local

data compression and rotation of CHs to communicate with the BS prolong the life-time of the

network (2). For secure communication, we suppose that prior to deployment of the sensors in

a “group” (the set of sensors deployed around a grid point), each of the n sensors is given a set

of m randomly selected keys from a large key pool, which it uses for communication with the
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group members. An additional key is also given to each sensor for communication with the BS.

At the set-up phase of the protocol, each sensor in a group decides to elect itself as CH with

some probability, independently of the other members of the group, such that on the average,

there is only one CH per grid point. Each CH then sends out a short message and its key

information to the members in the group. The members in the group that have a common key

with the CH then respond by sending in a join-request message and the id of the common key

to the CH. The members who do not have a common key with the CH sit out the particular

round and take part in the next round with a higher probability of becoming a CH. A suitable

assignment of these probabilities balances the energy levels of the sensors in every n rounds.

After receiving the join-requests, the CH sets up a TDMA schedule and sends a confirmation

message to each member in the group with its time slot information. This allows the members

to shut-off their transmitters at all times except the scheduled time intervals and save energy.

The set-up stage is next followed by a much longer steady-state, where the members sense

data from the environment and send encrypted data to the CH, which then decrypts these,

performs data aggregation, and sends it to the BS using its unique BS-encryption key.

In the next few subsections, we describe the details of the various steps involved in the

protocol. We conclude this subsection by listing some of the important features of the GS-

LEACH protocol and their implications:

1] Secure communication of information between the clusters and the BS;

2] Use of disjoint key pools for different clusters ensures that capturing the keys of a single

group will not affect the security of the rest of the network;

3] Localized communication of the CSs with the CHs makes it energy efficient. Compared

to SecLEACH, where a non-CH sensor may communicate with any of the CHs, some of which

may be at a great distance away, the GS-LEACH only communicates in a small neighborhood

of the grid point;

4] Scalable to regions of different shapes and sizes, driven by the grid;

5] Uniform coverage due to the grid structure of the clusters, thereby guaranteeing a better

quality of the information collected;
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4.2.2 Deployment

Suppose there are N sensors to be deployed over a planar domain R. We use a grid based

deployment and suppose that R is covered with points from a square-grid of increment h in

each direction (East-West/ North-South, say). In practice the orientation of the grid may be

adjusted depending on the orientation of the domain, if necessary. Let k denote the number of

grid points falling in R. Here, k, the number of grid points in R can be adjusted by choosing

the increment size h of the grid and is a parameter of the protocol. Efficiency/performance of

the protocol depends on the choice of k.

At each grid node, n = N/k sensors are deployed randomly, according to some two-

dimensional probability distribution. Depending on the application and available deployment

mechanisms, the distribution of the sensors may or may not be uniform around the grid point.

For example, in case of an air drop from an airplane, it is reasonable to assume that the sensors

have a two-dimensional bell-shaped distribution such as a truncated bivariate normal distribu-

tion with the center at the grid point and standard deviation proportional to the height from

which the sensors are dropped. On the other hand, in case of a controlled manual deployment

over a flat region, the distribution can be uniform over a square of sides h centered at the grid

point. However, our protocol does not assume a specific deployment distribution.

4.2.3 Key Distribution

Like in the LEACH, a cluster head (CH) in GS-LEACH also communicates with the member

nodes in the cluster and the base station (BS) only, but not with the other CHs and their

members. We suppose that the sensors deployed around each grid point are to communicate

within the group, and are the only eligible members to form a cluster at the grid. Thus, neither

the CH at a grid-node nor any of other sensors in a group (deployed around the grid-node)

would communicate with the rest of the sensors in the network. This ensures that if one or

more of the sensors in a group are taken over by the enemy, security of the rest of the network

will not be compromised.

We suppose that there is a large pool S of keys available that is divided into k disjoint
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groups of equal size (say, S1, . . . , Sk); the keys for the sensors at the ith grid node are to be

selected from the set Si, i = 1, . . . , k. For each of the n sensors at node i, we select a set

of m keys randomly, without replacement from Si. Further, the selection of keys for all the

sensors in a group are done independently. These keys will be used for authentication and

secure communication between the member sensors and the CH of a group deployed around

a given grid point. Depending on the relative sizes of Si and m, any two sensor nodes within

a group may share a common (non-empty) set of keys with high probability. In addition to

the ‘within group’ communication keys, each sensor is also given one (or a small number of)

key(s) for communication with the BS before deployment. These are to be used when a sensor

becomes a CH and sends data to the BS.

To add an additional layer of protection, the key distribution mechanism is modified slightly

by incorporating a pseudo-random number generator (PRNG) as in the SecLEACH protocol

(11). Here, instead of assigning the keys directly, first we use a pseudo-random function to

generate an id for each of the sensors in a given group and use the id to seed the PRNG of

a large period |S| = |S1|+ . . . + |Sk|, where |A| denotes the size, i.e., the number of elements

of a finite set A. In the next step, we generate a set of m numbers for a member sensor in

the ith group that lie in the ith segment Si of S. A second set of id-s are generated for each

sensor in a group for communication with the BS. The advantages of using the PRNG step are

two-fold - (i) the enemy must be able to identify and use the PRNG algorithm before it can

make use of the id information from a captured sensor node, and (ii) only the id, but not the

full set of keys of a given sensor is announced to the member sensors in a group in the set-up

phase, thereby reducing the energy spent for transmission and receiving. On the downside,

the PRNG functionality adds to the energy and storage burden of a sensor as each sensor has

to store this algorithm and run it to generate the keys at the beginning of every set-up round.

However, in typical applications, the sensors have enough storage capacity to store a relatively

small number of keys and the energy needed to run the algorithm is lesser than the energy

needed to transmit and receive m keys for a moderately large m. Thus, the PRNG step will

be added in the basic formulation of our protocol.
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Note that depending on the key pools of two sensors in a group, they may or may not be

able to communicate. The probability that two given sensors in a group communicate is given

by (1− pnon), where

pnon =
( s
m

)(s−m
m

)
( s
m

)( s
m

) . (4.1)

Here s = |Si|, the size of the ith key pool Si (assumed to be the same for all i = 1, . . . , k). In

the above equation, the denominator gives the total number possible key assignments to two

sensors without any restrictions, and the numerator gives the total number possible choices of

m keys for the first sensor multiplied by the number of possible choices for the second such

that it has no (common) key from the key set selected for the first.

4.2.4 Cluster Head Selection and cluster formation

Clusters in GS-LEACH are formed using a distributed algorithm, as in LEACH, where

individual nodes take decisions to become a CH independent of the rest of the nodes. In this

step, the major difference between the two protocols lies in the assignment of probabilities to

individual sensors to be CHs. More specifically, at the beginning of the (r + 1)th set-up phase

(at time t, say), sensor i performs a coin tossing experiment with a certain probability pi(t) of

getting a head and decides to be a CH if the toss results in a head. To balance the energy load

of the sensors in a group, the probability pi(t) is chosen such that each sensor becomes the CH

approximately once in N/k = n rounds. Since all sensors within a group may not be able to

participate in all rounds, we further choose pi(t) to take into account the energy differentials

among the different sensors that sit out one or more rounds. Let Ci(t) be the indicator of the

event that sensor i has not been a CH in one of the past r rounds and let r1i be the number

of times that sensor i has not been an ordinary member of the cluster. On any given round,

the latter event occurs when sensor i does not have a common key with the key ring of the

corresponding CH. We set the probability pi(t) as

pi(t) =





0 if Ci(t) = 0

δ
n−r + (1−δ)r1i∑

j
r1j

if Ci(t) = 1,
(4.2)
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where δ ∈ (0, 1) is weighting factor that depends on the relative levels of energy spent in a

round by a CH and an ordinary participating sensor and where the summation over j extends

over all nodes that have not been a CH in the previous r rounds (and may or may not have sit

out one or more rounds). The rationale behind the formulation of pi(t) is as follows: if a sensor

has been a CH in one of the past r rounds, then it has already served the expected number of

times (i.e., once) to be a CH in n rounds and therefore, it is ruled out from becoming a CH

until the completion of the n rounds. On the other end, a sensor that has not been a CH in the

past r rounds is assigned a nonzero probability to the CH in the next round. Note that at the

end of the rth round, the expected number of CHs from a given group is r, and hence, on the

average, the remaining (n − r) sensors are elegibile to be the next CH. However, even within

the set of sensors that has not been a CH yet, each may have a different number of sit-outs.

The assigned probability pi(t) has a component, δ/(n− r) that is identical for all such sensors

for not having been a CH up until round r and a second component that is higher for sensors

that sat out more number of rounds.

A problem with the above probability assignment is that each sensor must know the values

r1j for all non-CHs in the group, which may not be available. As a result, we replace the

denominator by the total expected number of sit outs up to round r. Note that each r1j is a

random variable with the Binomial (r, pnon)-distribution, where pnon is given by (1). Further,

the expected number of sensors that appear in the sum in pi(t) is (n− r). Hence, the expected

total number of sit-outs upto round r is (n − r)rpnon. Substituting this in the above formula

for pi(t), we get

pi(t) =





0 if Ci(t) = 0

δ
n−r + (1−δ)r1i

(n−r)rpnon
if Ci(t) = 1,

(4.3)

Note that the expected number of CHs for the (r + 1)th round is

E
(
[no.ofCHs]

)
= E

( ∑

i:Ci(t)=1

pi(t)
)

= E
(
i : Ci(t) = 1

)
E

(
p11(t)

)
= (n−r)

[ δ

n− r
+

(1− δ)Er11

(n− r)rpnon

]
= 1.

4.2.5 An Algorithmic description of the GS-LEACH:

• I. Deployment phase
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1. Fix the grid locations over the planar domain R.

2. Each sensor x in the ith group is given its id, idx, the PRNG algorithm, and a

separate key idx,BS for communications with the BS.

3. The ith group members are deployed around the ith grid point randomly.

• II. Set-up phase

4. Available sensors in each group elect themselves as CHs using the probabilities pi(t)

of (3.2).

5. Each CH broadcasts an advertisement message using its id, idH and a nonce to

avoid replay.

CH → network: idH |nonce

6. Each non-CH in the group uses the PRNG with idH to generate the m keys of

the CHs from which it receives advertisements, and checks for a common key. If

none, it shuts its communication devices for the given round, thereby saving its

energy. Otherwise, each node chooses the CH from which it received the strongest

advertisement among those CHs that it has at least one common key with. It

sends out a join request message consisting of idx, its own id, idH , the index c of

the common key and the ‘nonce’ that the CH originally sent out to that CH. The

message is protected by a MAC that is generated using the common key between

this node and the CH.

x→ CH: idx|idH |c|nonce|
mackc(idx|idH |c|nonce)

7. CHs send out a time schedule to the responding member sensors protected by the

common key; each of these member sensors transmit only during the given time slot

and are in monitoring mode only during other times to save energy.

• III. Steady-stage phase

8. A communicating non-CH sensor x sends out a message consisting of idx,idH , signal,

mackc .
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x→ CH:

idx|idH |nonce|signal

|mackc(idx|idH |nonce|signal)

9. A CH performs local data aggregation and sends to the BS the summary signal

idH , idH,BS , and mackrH
where krH is the key shared between the CH and the BS.

CH→BS:

idH |idBS |fuseddata|nonce

|mackH,BS
(idH |idBS |fuseddata|nonce)

4.3 Security Analysis of GS-LEACH

4.3.1 Security Features

There are some security features build in the GS-LEACH protocol. The key pools for the

different grids are disjoint subsets of the main key pool. Thus even if some keys of one grid

are captured, these captured nodes would give out absolutely no information about any of the

nodes in the other grids. This feature of the protocol makes it more secure.

The key distribution mechanism incorporates a pseudo-random number generator (PRNG).

Here, instead of assigning the keys directly, first we use a pseudo-random function to generate

an id for each of the sensors in a given group and use the id to seed the PRNG of a large period

|S| = |S1|+ . . .+ |Sk|, where |A| denotes the size, i.e., the number of elements of a finite set A.

In the next step, we generate a set of m numbers for a member sensor in the ith group that

lie in the ith segment Si of S. A second set of id-s are generated for each sensor in a group for

communication with the BS. Thus the key ids are transmitted and not the keys themselves.

Unless the PRNG algorithm is known, the key ids are of no use to the eavesdropper.

The CHs broadcast the advertisement messages in the clear without any encryption but an

eavesdropper can only get the key ids of the cluster heads which cannot be readily used. The

join requests are encrypted and a MAC as well as a nonce is used. The use of the CH id and

the sender id provides authentication; the use of the MAC provides integrity and the use of the

common symmetric key between the CH and the sender node provides confidentiality. The use
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of the nonce provides freshness of the packet and protects against replay attacks. Similarly, in

the other packet exchanges, namely when a non-cluster head sends data to the CH and when

a CH sends data to the BS, integrity, authentication, confidentiality and data freshness are

provided by the protocol. Although confidentiality and authentication are provided, because

some of the nodes within a grid share keys, the confidentiality and authentication provided are

not absolute.

4.3.2 Resistance against attacks

The attacks on clustering protocols can be classified into two classes, outsider attacks and

insider attacks. When a malicious node attacks the network, it is an outsider attack. The

malicious node can be more powerful than the clustered nodes which can make the attack very

powerful. When a cluster head or a node becomes a malicious node the attack is an insider

attack. These can be very hard to detect.

Node Takeover: A node in the network may become compromised. This can happen in sev-

eral different ways. The node maybe taken over by the enemy or the enemy may jam that

node and pretend to be that node itself. All the keys of the node are known to the enemy.

According to this protocol, the malicious node can attack and compromise only those nodes

that it has a common key with. Thus the malicious node cannot attack any node outside

its own grid. However, because there is no pair-wise key sharing between nodes, a malicious

node can compromise other nodes, the rate of which is evaluated in the next section using the

compromiseratio parameter.

Spoofing Attack: An outsider malicious node may pretend to be a cluster head. It may send

cluster head advertisement messages to the nodes and force the nodes to send data to itself.

This attack scenario is impossible for GS-LEACH unless the outsider has compromised some

of the keys. Also, as before this attack will be contained within the nodes that the spoofer

shares a common key with and within its grid.

Sybil Attack: In this type of attack a malicious node pretends to be a different node or many

different nodes at the same time. In the clustering scenario, the malicious node will try to

steal the identity of the cluster heads. The attacker needs to somehow guess the identity of a
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cluster head. It can then pretend to be the cluster head and thus force all data to get to itself.

This is different form the spoofing attack. In the spoofing attack, the malicious node does not

steal the identity of the head; it merely pretends to be the cluster head. In case of GS-LEACH,

since the CHs have different sets of keys, it will be difficult for the attacker to pretend to be

many heads at the same time unless several nodes have already been compromised. A mere

eavesdropper can easily get the id of a CH but unless the keys of the CH are known, the id

is not of much use. Thus an attacker needs to compromise some nodes before it can launch a

Sybil attack in the GS-LEACH scenario.

Packet Flood attack: In this type of attack scenario, a node is flooded with packets to eat up

all its resources. In another flavor of this scenario, the Hello Flood attack, an entire network

is flooded with advertisement message from the attacker. The attacker in such scenarios is

usually much more resourceful and has unlimited energy and larger transmission range. So all

the nodes choose the attacker as cluster head even though it is so far away. This diminishes

the life-time of the network. Yet another flavor of this scenario is the Sinkhole Attack where

the attacker sends out advertisement messages that make the victim look like a cluster head

or base station. All the data is then directed towards the victim who cannot deal with so

much data. These kinds of attacks on the extreme can result in DOS attacks. In GS-LEACH,

since a node chooses another node as its CH only if it has a common key with it, the nodes

will not necessarily choose the malicious node as the CH. However, because the advertisement

message is not encrypted, a node can be bombarded with many advertisement messages from

a powerful enemy.

Eavesdropper attack against TDMA: An eavesdropper can watch the traffic for a few rounds

and can figure the sequence in the TDMA scheduling. This information can be used to jam

the nodes in that order and make the network virtually non functional. In GS-LEACH, the

TDMA schedule is encrypted using the common key shared between the node and its CH,

hence the attacker needs to actually compromise this key in order to launch this attack.

Black Hole Attack: This is more relevant in cases of multi hop clustering protocols. In this

scenario, the attacker can isolate the base station by compromising the neighbor nodes of the
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base station. Once all the nodes around the base station have been compromised, the sensed

data cannot reach the base station and the base station becomes a black hole. Since, the CHs

from all the grids send data to the BS, this type of attack is not relevant for this one hop

protocol.

Select forward: The attacker who spoofs or compromises a CH selectively forwards the sensed

data. As before, in case of GS-LEACH an attacker can launch this type of an attack only if a

key has been compromised. This type of an attack can be very difficult to detect.

4.3.3 Evaluation of the quality of security

As discussed earlier, if the sensor nodes in a network stores unique keys for communicating

with every other node, the system would be perfectly secure. However, due to resource con-

straints of the nodes, this is not possible. There has to be a balance between the security level

and the number of keys stored. The ratio of the number of keys stored in each node to the

total number of keys in the key pool is a measure of the probability that a node is compromised

given that another node in the system is already compromised. We call this parameter the

security level of the system as in [9]. We formally define the security level of the system as:

sl = 1 − m
|S| where sl is the security level, m is the number of keys in each node and |S| is

the size of the entire key pool. We observe that for a given key pool size, the number of keys

required to be stored in a node in GS-LEACH is less than in SecLEACH in order to maintain

the same level of security. Another important parameter that affects security as well as the

performance of the network is the probability of connectivity between two nodes which we

denote by pconn. We define pconn as 1− pnon and pnon is defined as

pnon =
( s
m

)(s−m
m

)
( s
m

)( s
m

) . (4.4)

Here s = |Si|, the size of the ith key pool Si (assumed to be the same for all i = 1, . . . , k). In

the above equation, the denominator gives the total number possible key assignments to two

sensors without any restrictions, and the numerator gives the total number possible choices of

m keys for the first sensor multiplied by the number of possible choices for the second such
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Figure 4.1 pnon for SecLEACH for S=100
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Figure 4.2 pnon for GS-LEACH for S=100 and 5 blocks

that it has no (common) key from the key set selected for the first. We provide estimates of

the values of this parameter for SecLEACH and GS-LEACH.

In Figure 1 we plot the values of pnon for a network with a key pool size of 100 with different

key ring sizes. We see that the value of pnon is 0.05 when the key ring size is 17, in case of

SecLEACH. Thus when each node stores about 17 keys we can say that the connectivity will

be very good. From Figure 2 we can see that for a key ring size of 7 pnon takes a value of about

0.05 for GS-LEACH. In the case of SecLEACH the value of the security level is 0.83 where

as for GS-LEACH the value of security level achieved is 0.94. The next security parameter

of significance is the number of keys that are likely to be captured given that some nodes

have been compromised. Essentially, when some nodes are captured, this metric gives the

estimated number of keys that are likely to be captured using this information. A similar

parameter is referred to as resilience against node capture in some papers [9]. We call this the
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Figure 4.3 Compromise ratio for SecLEACH and GS-LEACH

the compromise ratio and we define this as the expected ratio of keys likely to be captured

over the size of the whole key pool given that some nodes are captured. We assume that the

number of nodes captured is n. Each of these n nodes has m keys, hence the probability that

a key has not been captured is (1− m
|S|)

n. Hence we can formulate

compromise ratio = 1− (1− m
|S|)

n .

We next plot the compromise ratio for SecLEACH and GS-LEACH in figure 3 for a system

with 100 key pool size and pnon=0.05. We can see that the keys can get compromised much

faster in SecLEACH than in GS-LEACH when the same number of keys are already captured.

4.4 Simulation Results

In this section we present our simulation results. We simulate the LEACH, SecLEACH and

the GS-LEACH protocol and then compare the performance of all three. For LEACH we use

99 nodes in a square deployment area of 100m X 100m.The base station is located at (150,75)

in our model. Each node starts out with 2 Joules of energy. We plot the energy consumption

of the network for 6 and 9 clusters in Figure 1. We see that the network performs better when

the nodes arrange themselves in 6 clusters when we consider energy consumption as our per-

formance parameter. We simulate the SecLEACH protocol for the same deployment area.We
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give 6 keys to each node from a pool of 30 keys. We plot the total energy consumption of the

network. We then simulate the GS-LEACH protocol for the same deployment area.However,

we divide the 100mX100m square area into 9 squares and distribute the nodes in the squares.

The nodes distributed in each square are given keys from one pool. In this model, we have 11

nodes in each grid. We give 6 keys to each node from a pool of 30 keys. We plot the total

energy consumption of the network for different values of δ in Figure 4. We observe that the

energy consumption is minimum for δ=0.1.

In Figure 5 we plot the energy consumption for the three different protocols over several

rounds. We observe that GS-LEACH consumes the minimal energy. SecLEACH consumes the

maximum amount of energy. The lifetime of GS-LEACH is the maximum. In the theoreti-

cal analysis and in the simulation for GS-LEACH we ignore the energy consumption for the

cryptographic steps namely key storage, encryption, key exchange etc. In GS-LEACH, every

grid has a cluster-head on an average. In some rounds there are no CHs in a grid or some of

the nodes do not have common keys with the head in that grid, hence in some rounds some

of the nodes are not able to communicate with the BS. Assuming that the grids are small

compared to the total deployment area, we believe that even if the BS receives no data from

a grid the overall data sensed by the BS will not be greatly affected. Since this is spread out

evenly over the network, the life-time of the network is prolonged compared to LEACH and

particularly SecLEACH. In SecLEACH the orphan nodes directly send the messages to the BS

which diminishes the network lifetime.

In Figure 7, 8 and 9 we plot histograms of the variances of the sensed signal from the true

signal observed over 200 rounds for the three different protocols. Our true signal is of the form

f(x, y) =
(
sin[2πx/100]

)(
sin[2πy/100]

)
. (4.5)

We observe that the variance is the smallest for GS-LEACH. In GS-LEACH the controlled

node distribution ensures that the nodes in one grid or cluster which send data to a cluster

head are close to each other. This results in smaller variance of the aggregated data.
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Figure 4.4 Total Energy Consumed in LEACH for different cluster sizes
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Figure 4.5 Total Energy consumed in GS-LEACH for different δs
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Figure 4.6 Total energy consumed in LEACH, SecLEACH and GS-LEACH
for uniformly distributed nodes
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Figure 4.7 Total energy consumed in LEACH, SecLEACH and GS-LEACH
for normally distributed nodes
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Figure 4.9 Variance of sensed and true signal in GS-LEACH
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Figure 4.10 Variance of sensed and true signal in SecLEACH
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Figure 4.11 Variance of sensed and true signal in LEACH
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4.5 Comparison with LEACH and SecLEACH

In this paper we have proposed a new protocol, the GS-LEACH protocol that provides a

secure solution to LEACH and it also consumes less energy per round while sensing a signal with

least variance. In addition to ensuring security of the information, two other major advantages

of GS-LEACH over the standard version of LEACH are first, scalability/ robustness against

different shapes and sizes of the coverage domain. Secondly, coverage of information/signal

over the domain of interest is significantly more accurate under the grid structure compared

to the LEACH, which may have a poor coverage of the signal across the region of interest

over several frames or rounds, particularly when all CHs lie in a small sub-area of the domain

R, due to unconstrained/independent self-election of the CHs over all of R. We observe that

the variance of the sensed signal is the least for GS-LEACH. The mean variance in case of

GS-LEACH in our experimental setup is 6.539 while that for LEACH is 29.6455.

Although the security construct of the GS-LEACH is based on the SecLEACH, it improves

upon SecLEACH on the following aspects: firstly, prolongs the life of the network under

the GS-LEACH, by taking turn in becoming CH through an energy-balancing probability

assignment, while in SecLEACH, the orphan nodes either communicate with the BS during

each frame, or sit out a given round. In the first case, as the BS is presumably far away, each

orphan node drains its energy significantly in a single round, and reduces the lifetime of the

network. In the second case, the SecLEACH protocol fails to balance the energy differentials

between the orphan and the communicating nodes.The second improvement is the following:

Communicating non-CH sensors in the GS-LEACH communicate only locally with a member of

the group, which presumably has a shorter distance, as all members of the group are deployed

in a neighborhood of a common grid point. In comparison, a non-CH sensor in SecLEACH can

communicate with the CHs that share a common key, but may be located anywhere in the entire

domain R. Thus, it appears that on the average, the distance to the closest communicating

CH will be larger.

Also, as seen in section 3.3, in GS-LEACH to maintain the same level of connectivity, fewer

keys are required. For the same level of connectivity, the value of security level achieved for GS-
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LEACH is higher. Also, the value of the compromise ratio discussed is lower for GS-LEACH

which indicated that it has more resistance to attacks.

SecLEACH, which also employs an un-constrained self-election rule for CH formation like

the LEACH, suffers from the same disadvantages as the LEACH vs. GS-LEACH, outlined

above. We observe that the energy consumption is the most for this algorithm. We also

observe that the variance of the sensed signal is the least for GS-LEACH. The mean variance

in our experimental setup for the true signal given by equation (10) is 6.539 for GS-LEACH

and 36.16 for SecLEACH.

4.6 Conclusion and Future Work

We have described a secure grid bases clustering protocol in this chapter. We have shown

that GS-LEACH outperforms LEACH and SecLEACH when we use the energy consumed as

the metric. We have compared LEACH, SecLEACH and GS-LEACH in terms of the quality

of the sensed signal. We have observed that GS-LEACH outperforms the other two protocols.

We have not used the total amount of data collected at the BS as a metric. Because some of

the nodes sit out some rounds, the total data bits sent to the base station is smaller in case of

GS-LEACH. The sit outs can be minimized by designing the protocol by choosing the number

of block such that the probability of finding a common key between two nodes in the same

block is maximized given the key ring and the key pool size. We plan to carry out that analysis

in the future. We have obtained some very encouraging results in our initial simulations; we

need to simulate the GS-LEACH protocol for different block sizes and different shapes of the

deployment area. We believe that for non-rectangular deployment area like and annulus, GS-

LEACH will outperform LEACH to a greater extent.We have also done a thorough security

analysis of our protocol and we have shown that our protocol is more secure than SecLEACH.
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